
September 17, 2024

Marlene H. Dortch, Secretary
Federal Communications Commission
Office of the Secretary
45 L Street NE
Washington, DC 20554

Dear Ms. Dortch,

We write to express our support for the Federal Communications Commission’s (FCC) proposal 
to require disclosure of the use of AI-generated content in political ads on radio and TV.1 While 
more must be done to address the risks that AI poses to our elections, we urge the FCC to adopt 
these rules as the 2024 presidential election is less than two months away and, in some states, 
voters can begin casting ballots as early as this month.2

We recognize that the use of AI-generated content has many benefits.3 But like any new 
technology, AI poses risks to society, risks that are even more pronounced in the context of 
elections. The use of AI-generated content has the potential to amplify mis and disinformation, 
incite political violence, and suppress voter participation.4 In addition, foreign actors may use 
deceptive AI to sow discord and undermine our democracy and faith in elections. Lastly, as AI-
generated content becomes more and more advanced, voters may find it difficult to recognize 
video, images, audio and text as fake.5 For this reason, we believe it is imperative that robust 
transparency and disclosure requirements are in place as soon as possible.  

In addition, we support the following specific provisions of the proposed rules. First, we support 
on-air and written disclosure requirements. Such requirements are the most straightforward way 
to ensure that the public is notified of the use of AI-generated content in the advertisement they 
are viewing and/or hearing. Second, we support the application of transparency and disclosure 
requirements to both candidate and issue advertisements. This will ensure that both types of 
political ads are subject to the same standards. Next, we support the transparency and disclosure 
requirement applications to both broadcasters as well as other entities under the FCC’s 
jurisdiction. Again, this will ensure a more level playing field across mediums. Additionally, we 
urge the FCC to include an updated definition of “AI-generated content” to clarify that long-
standing, basic editing tools are not considered as covered content. This will ensure that basic 
audio and video accessibility and editing tools are not negatively impacted by this necessary 
rulemaking on artificial intelligence. Lastly, we support a requirement that these rules take effect 
90 days prior to an election as well as during the election certification process. 

1 https://docs.fcc.gov/public/attachments/FCC-24-74A1.pdf
2 https://www.usnews.com/news/elections/articles/2024-08-16/which-states-start-early-voting-first-in-the-2024-
presidential-election
3 https://www.brennancenter.org/our-work/research-reports/generative-ai-political-advertising
4 Id.
5 Id; https://www.cambridge.org/core/journals/journal-of-experimental-political-science/article/abs/all-the-news-
thats-fit-to-fabricate-aigenerated-text-as-a-tool-of-media-misinformation/40F27F0661B839FA47375F538C19FA59



We urge the Commission to finalize and implement these rules as soon as possible. Thank you in
advance for your attention to this important issue.

Sincerely,

Ben Ray Luján
United States Senator

Angus S. King, Jr.
United States Senator

Raphael Warnock
United States Senator

Peter Welch
United States Senator

Michael F. Bennet
United States Senator

Chris Van Hollen
United States Senator

Amy Klobuchar
United States Senator

Cory A. Booker
United States Senator
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